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Abstract. In closed places is essential the existence of emergency doors, be-
cause if an accident happens then people need to leave quickly. The existence
of an emergency exit is as important as its location, because it has to be located
on an easy access point. Computer simulations are very useful tools to emu-
late incidents and the behavior of people in emergency situations. In addition,
cognitive multiagents systems aim to mimic human behavior. This paper pro-
poses the validation of a cognitive multiagent based tool to simulate evacuation
through a proof of concept, that two emergency doors are better than one.

1. Introduction

As global population increases, urban centers are increasingly inhabited, and closed
places need special evacuation plans to avoid major disasters. In case of accidents, evac-
uation time should be as fast as possible [Pereira et al. 2011].

Computers can be very useful tools to simulate accidents and how to minimize
their consequences. Evacuation simulation can analyze different factors, such as: number
of emergency exits, location of emergency exits, size of emergency exits, etc.

In a computer simulation, we can have an overview of the location, allowing the
execution of several tests, with different risk situations, with low cost and in short time.
Computer simulation can be used to develop better strategies to public administration and
improve public security [Zampronio et al. 2015].

Multiagent Systems (MAS) are very useful tools in the simulation field. MAS
can be cognitive or reactive. Reactive agents behave like animals, that respond to a situ-
ation spontaneously, and cognitive agents behave like humans, reacting to situations in a
planned way [Shendarkar et al. 2008]. Simulation through cognitive agents can be closer
to real environments when human behavior is desired, because they aim to simulate logi-
cal reasoning and emotions.

This paper presents a tool to simulate people evacuation of closed places. Our tool
was built using a multiagent approach. The agents were modeled according to the BDI
architecture, where BDI means Beliefs, Desires and Intentions. To validate our tool, we
proved the concept that two emergency doors are better than one. Using two different
scenarios, our experiments show that, despite the room layout, two doors are better than
one.

This paper is organized as follows. Section 2 introduces the multiagent area, and
has one subsection about BDI architecture. Section 3 describes the proposed tool and the



materials we used to develop it. Section 4 presents our case study to validate our tool. In
section 5, the related work is discussed. Finally, section 6 shows our conclusions.

2. Multiagent Systems

Agents can be defined as computational characters that act according to a script, di-
rectly or indirectly defined by a user [Rezende 2003]. These agents are located in an
environment and are capable of autonomous actions, intending to achieve their goals
[Wooldridge and Jennings 1994]. Agents can act alone or work in communities forming
Multiagent Systems (MAS).

The comprehension of agent is vital to understand MAS. According to
[Wooldridge and Jennings 1994], intelligent agents have the following properties:

e Autonomy: agents execute without a direct connection with humans or other
agents, they have total control of their actions.

e Social abilities: agents should be able to communicate with other agents, including
humans.

e Reactivity: agents should perceive changes in their environment and react, in a
acceptable time, to these changes.

e Proactivity: agents should pursued their goals.

MAS can be defined as a group of autonomous agents collaborating with each
other, in order to solve a problem [Amandi 1997]. MAS is a subarea of distributed ar-
tificial intelligence, that studies the behavior of set of autonomous agents. These au-
tonomous agents have different characteristics, socialize in the same environment, inter-
act, cooperate, exchange information and avoid conflicts in order to achieve objectives
[Wooldridge 2009].

2.1. BDI Architecture

In 1987, Bratman [Bratman 1987] proposes the BDI model as philosophic theory about
practical reasoning, where human behavior is model as three concepts: beliefs, represent-
ing the knowledge that the agent has about the environment, and the agents on the envi-
ronment, including itself; desires, representing the goals or states that the agent wishes to
achieve; and intentions, representing the action plans that the agent follows to achieve its
desires.

The BDI model is based on the idea that actions come from the process of practical
reasoning, and it is compound by two steps: The first step is called deliberation, where
a set of desires are chosen; and the second step defines how the selected desires can be
achieved.

In 1995, [Rao et al. 1995] proposed a BDI architecture to software agents, intro-
ducing a formal theory and a BDI interpreter. Figure 1 shows the BDI architecture.

In figure 1, the Belief Revision Function receives information from
the sensors, and along with the current beliefs, updates the beliefs. The Option
Generation Function checks alternative states that can be achieved by the agent
in order to achieve its goals. This procedure is conducted based on the current state of
the world, or in other words, the information available in the beliefs and intentions of the
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Figure 1. BDI Architecture Adapted from [Hiibner et al. 2004]

agent. After the goals update, the agent has to decide which actions it must execute. How-
ever, the agent has already committed with other actions, so new actions can not conflict
with previous actions. The Filter function updates the intentions checking new beliefs,
new goals, and previous intentions. At the end, the Action Selection Function
selects which action should be executed.

3. Materials and Methods

This section describes the tools we used in this work, and how we modeled the environ-
ment and the agents using a BDI approach.

3.1. AgentSpeak(L)

AgentSpeak(L) is an agent oriented programming language with support to events and
actions. It was presented in [Rao 1996] and was inspired in the BDI architecture
[Rao et al. 1995]. In the AgentSpeak(L), beliefs, desires and intentions are not explic-
itly declared but they are supported through the language features.

The knowledge that an agent has about himself, the environment, and the other
agents can be seen as beliefs. The state that an agent intends to achieve can be seen as
desires, and the choice of the plans to be followed, based on internal beliefs and external
stimuli, can be seen as intentions.

e Beliefs Base: as the name says, it is the set of initial beliefs.

e Goal: it is the state that the agent wants to achieve.

e Plan Library: it is a set of plans that the agent has. Each plan is a sequence of
actions to achieve a goal.

3.2. Jason Platform

The simulator presented in this paper was developed in the Jason Platform. Jason is
a tool that integrates Java and AgentSpeak(L) in order to facilitated BDI-based MAS
[Bordini et al. 2007].

Jason has the following features [Hiibner et al. 2004]:



e Fail handlers in plans;

e Communication is based on talking actions, including source information as be-
lief;

e Identification of plans. This can be used to develop specific function to plan se-
lection;

e Support for environment development, in Java;

e Execution of MAS in a distributed environment, such as a network;

e Use Java to personalize the functions of plan selection, belief revision, or other
agent specialty;

e [t has a internal actions library, and it can be extended.

3.3. Environment Model

To perform the simulations, we create an environment using the Jason Platform, where
it is possible to show how an evacuation would occur in case of an emergency situation
on a closed environment. This environment is represented by a matrix 25 x 25 and it has
walls, exit doors and a safe place for the agents.

3.4. Agents Model

The agents were modeled according to the BDI architecture:

e Beliefs: Agents know where they are, where is a safe place, the location of other
agents, and the path that was already been traveled.

e Desires: The agents want to achieve a safe place.

e Intentions: The agents have plans to move and others that helps them to achieve a
safe place.

4. Case Study

This paper presents a case study where we simulate evacuation plans in two different
rooms. For each room, we show two scenarios, one without a emergency exit and another
with an emergency exit. So, we show the simulation in 4 different scenarios: room 1 with
and without emergency exit, and room 2 with and without emergency exit. We tested
each scenario with different number of agents: 20, 50 and 100. For each configuration we
execute the simulator 10 times. Table 1 resumes our configuration parameters.

4.1. Agents Model

We model the agents using BDI architecture, defining beliefs about the environment, the
desire to evacuate the room, and intentions to move around. Below we described the
model implementation in details. The code is in AgentSpeak(L).

4.1.1. Beliefs

Each agents knows its initial position, and the location of an exit door. Agents also knows
how to identify walls (figure 2), and they have memory. In other words, they record where
they already have been, so at each step the beliefs of the agents are updated, recording
where it has passed.



Table 1. Case Study Scenarios

Scenario | Emergency Exit | Number of Agents | Number of Repetitions
Room 1 No 20 10
Room 1 No 50 10
Room 1 No 100 10
Room 1 Yes 20 10
Room 1 Yes 50 10
Room 1 Yes 100 10
Room 2 No 20 10
Room 2 No 50 10
Room 2 No 100 10
Room 2 Yes 20 10
Room 2 Yes 50 10
Room 2 Yes 100 10

01 initialPosition(10,10).

02 exitDoor (5,10).

03 wall(3,4).

04 wall(3,5).

wall(3,15).

Figure 2. Agents Beliefs

4.1.2. Desires

Agents have the desire to reach the exit door (figure 2: line 2). AgentSpeak(L) does not
have an explicit way to specify desires, they are implicit defined inside the plans.

4.1.3. Intentions/Plans

Agents have plans to achieve its goals, in this case, reach the exit door.

The first lines defines the plan start. The agent first checks if its position is the
same of exit door. If it is true, the agent stops. If not, the agent executes the plan walk
(figure 3: lines 01-4).

In line 06 of figure 3, there is a plan
+Occupiedposition (D, C) [source (R) ], which receives the position of
others agents and it add to the beliefs base.

The walking plan decides the next step and checks if it is not a wall and if it did
not passed before (not in memory). If it is true, it walks (change position) and add the
new position to the memory of the agent (figure 3: lines 06-12).

The agent repeats all steps until it reaches an exit door.



01 +!start : true

02 <- ?position(X,Y);

03 ?exitDoor (A, B) ;

04 'walk (X,Y,A,B).

05

06 +Occupiedposition(D,C) [source(R)].
07

08 +!walk(X,Y,A,B): X>A & Y>B
& not wall(X-1,Y-1)
& not memory (X-1,Y-1)
& not Occupiedposition(X-1,Y-1)

09 <- Pl = X-1;

10 P2 = Y-1;

11 -position (X, Y);

12 +position (P1,P2);

13 +memory (P1,P2) ;

14 .send (agent2, tell, Occupiedposition(P1l,P2));
15 .print (P1,P2);

16 — Occupiedposition.

17

18 !'start.

Figure 3. Agents Plans

To avoid that two agents occupy the same place, we used message exchange. Each
agent send a message to all other agents informing its position, so when a agent tries to
move, it verifies if there is not another agent in its desired destination.

4.2. Results

In this sub section, we present the results obtained in the simulations carried out as a case
study of this work.

4.2.1. Room 1

Room 1 is presented in figure 4. It is a room without internal walls and has only one door.
In this scenario we perform 30 simulations, 10 with 20 agents, 10 with 50 agents and 10
with 100 agents. Then, we add a second door (emergency exit) on the room, see figure
5, and repeat the tests described above. Table 2 shows the results of the simulations. The
last column shows the standard deviation of the evacuation time of all agents.



Table 2. Room 1 - Simulation Results

Evacuation .
Time Evacuation
) Number of ) Standard Time With Standard
Scenario Without .. ..
Agents Deviation | Emergency | Deviation
Emergency Exit (s)
Exit (s)
Room 1 20 23.0 1.268 18.6 1.280
Room 1 50 40.3 0.921 30.6 1.624
Room 1 100 58.2 1.019 49.3 2.002
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Figure 4. Room 1 Without Emergency Exit
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Figure 5. Room 1 With Emergency Exit



4.2.2. Room 2

In room 2, figures 6 and 7, we add an internal wall in the environment. As the previous
experiment, we test two scenarios. One without emergency exit and the other with an
emergency exit. For both cases, we simulate 10 times the evacuation plan using 20, 50
and 100 agents.Table 3 resumes the results. The last column shows the standard deviation
of the evacuation time of all agents.

Table 3. Room 2 - Simulation Results

Evacuation .
Time Evacuation
) Number of ) Standard Time With Standard
Scenario Without .. ..
Agents Deviation | Emergency | Deviation
Emergency Exit (s)
Exit (s)
Room 2 20 39.6 0.916 35.8 0.917
Room 2 50 72.7 0.871 68.5 0.663
Room 2 100 105.5 1.673 99.9 0.943
(L smuing de vacuan- oo 2 el e

Figure 6. Room 2 Without Emergency Room
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Figure 7. Room 2 With Emergency Room

In figure 8, we can observe that the use of an emergency exit port in the simulations
reduced the time of agents evacuation. However, the evacuation time (in seconds) was not
decreased in the same proportion (in half of the time), because the agents position and
their movement in the environment are also relevant factors to define their exit.
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Figure 8. Results of simulations of each scenario with the evacuation time

Visualizing our simulation, we could note that all agents founded an exit door,
none of them got stuck in the room. As expected the lowest evacuation time was in the
room without internal walls and two exits. Actually, trough our simulation it is possible to



see that an extra door, may considerably reduce the evacuation time of a room. Although
this was totally expected, showing these results, and the real gain of an extra door, we
consider as an important contribution of this work.

The possibilities of increasing the model are enormous. Ones can be easily done
by changing door locations, since its position can directly influence the evacuation time.
More complex features can be add, especially regarding agents behavior. For example,
agents can have different profiles, different emotions, different locomotion speeds, etc.
Agents communication can also be an interesting feature to analyze. So the possibilities
of future work are huge.

5. Related works

It is possible to find a considerable number of papers that discusses evacuation simulation
or crowd control, each one using different techniques and/or tools.

The CrowdSim [Cassol et al. 2012] tool was developed to simulate crowd situa-
tions, in any previously mapped environment. This tool represents the environment in 3
dimensions, and the user defines people movement area. It is also possible to define a
goal region, a place where people should go or stay during a simulation.

The work proposed in [Zampronio et al. 2015] presents a simulation system of
3D oil platforms, with results in real time. This system uses the Unity Game Engine
as architecture. Unity was chosen because the authors wanted to focus in the logic and
business rules of the simulation.

In [Pereira et al. 2011], the authors presents a model that has as main goal to fa-
cilitate the comprehension about the problem of crowd evacuation using simulation. The
model to the crowd evacuation simulation is based on cell automata.

In [Braga 2006], the authors proposes a simulation of an escape route using aug-
mented reality and multiagent. This simulation was created using the Blender application.
Blender is a graphic tool that allowed the creation of three dimensional elements.

[Hamagami and Hirata 2003] proposes a crowd simulation using a model with two
layers: a multiagent and cell automata. In this work, the crowd behavior emerges from
the autonomous actions of the agents, and it distinguishes the autonomous action process
from a physical interference constraint.

[Pan et al. 2007] propose a multiagent structure aiming to simulate social human
behavior in an emergency evacuation. They build a prototype that it is able to simulate
some behaviors, such as, competitive, queuing and grazing.

The work of [Shendarkar et al. 2008] is presented a proposal of crowd simulation
under terrorist attack in public areas. The methodology includes using BDI based agent
in an environment of virtual reality. The authors constructed the VR model to simulate
the emergency scenario with CAVELIib, which is a library of functions built for the CAVE
system and used OpenGL Performer libraries to deploy the graphics. To program the
hardware system graphics, the authors used visual C ++.

All previous cited work are good alternatives to simulate evacuation procedures,
however, most of them focus on the graphical part. In this work, we propose to use BDI
based agents because we understand that this simulation should be made based on the



mental attitudes of people, and the BDI architecture tries to simulate human behavior. As
mentioned before, the work of [Shendarkar et al. 2008] uses BDI to model human behav-
ior in a crowd simulation, however our work uses the Jason Platform as the simulation
environment.

6. Conclusions

This work presented a simulator of evacuation plans using cognitive agents, or agents that
act according to their beliefs and goals, to decide their actions. The potential of cognitive
agents in this kind of simulation are enormous because they intend to represent human
behavior.

As expected, the results of the simulation show that two exit doors are better than
one, and that rooms without divisions are better than with divisions. Again, our experi-
ments intend to validate our tool. The future work is to explore different scenarios and
evacuation plans.

Another important contribution of this work is use a multiagent approach to model
the simulation, especially a BDI-based MAS. As future work, the simulator has the abil-
ity to represent each person individually, with different features, add different obstacles,
represent different scenarios. The possibilities of enhancing the model are enormous.
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